Detecting Shot Transitions Based on Video Content
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Abstract - Detection of sceme tramsifion is the first step on
video segmentation, indering and amalvsiz. Althowgh scene
classification by human can be performed with vismal or
spnorons attribmtes at the same fime machine anfomatic
classification wsually relies om feature extraction of main
wizual characteristics. The use of color, shape, digital sound
processing and voice dgnal altogether are investizated in this
work. The color detection is based on the color histogram and
shape defection it based on edge map histogram  Sound
characteristics are resolved with the extraction of seven
characteristics: short time average emergy, Zero-crossing rate,
energy band ratio, delta spectral magnitwde, Toof mean
sqoare of square sum of signals, high sounds and low valne
characteristics ratios. A Bayedan metwork is msed om the
decizion for the tramsiion. Fimally, a new form of gromping
frames ic proposed The resmlis of the proposed method are
summarized to show its efficiency.

1. INTRODUCTION

To help nsers find relevant informaton effsctively.
digital applications of sudio, mage and video mdexing.
retmieving and analysis have being growing in imporiance
and volume. as 2 result of decreasing cost of storage
devices and incressing network bandwidth capacities [1]
There are mwo widely-accepted approaches to characterize
video in datzbases: shot based and object based approaches
[10]. Shot bazed spproaches are pointed as the best choice
for high level video content indexing [3]. In these
applications. sceme wansitiom detecdon or  video
sarmentation is 3 basic step. This model also raquires as 2
fimdamental element the shot definition limwdes. Its
identification must be based on the semantic of the
acquired material which is very complex dus to the
inherent complaxity of multimadiz contents [7]

Althonsh imags classificadon by lmman concems
several atmibutes, the wse of color, shape and texmure are
the more frequently artifacts nsed on computations] models
[16]. On the other hand research on digital sound and
voice ziznal processing comtemt im sceme relies om
extraction of several sonorous feamres [4]. Conceming the
video detecting ransifion. the simplest way is detect the
sharp transition {cut) that is simply a concatenation of the
shots. Common approaches to cope with the cut detection
are bazad on dissimilanity mezsure. The most populsr cut
detection approaches are based on pixel-wise comparison
and histopram comparizon [18] However, cut detecton
can become complicaied because of the presence of
affects, like gradual transidons, flashes and fast camers

and object moton:. A well know approach for video
detection transition is te transform the video into a 2D
image and apply image processing methods in order to
extract the different pattern: regarding of each transition.

An inferesting spproach to detect video wamsition is
through the visual rhythm [19], which concems of getting
a dizgonsl line from sach frame. The image composed by
lines represents the vimal rhghm. Seversl imsge
processing techmiques are carmed out in order to extract
ransitions. On this line, the spatial-temporal slice is also
defined [20]. Both are relsted to the same video
transformation and a sub-sampling of each frame. like the
principal dizgonal sub-sampling. However, when applied
statistical measures to detect some patterns, the number of
false detections 1s very high [19]. Markov models for shot
ransition detection have besn also applied. bme it fails
when there is low contrast between textures of consecutdve
shots. 4 morphological and topolegical tool to detsct cuts
by amalysis of the viswal rhythm by sub-sampling. as
snggested in [20]. was used in this work.

This work proposes 8 semantic analysis for awtomatic
detection of scene wwansition uwsing 3 Bayvesian network
madal to combine visual feamres with sound feamrss in
the sceme. The shet identification comsiders the color
aspects (based on color histogram), shape or texture
aspects (basad on edze map histogram) and sound aspects
considering seven sound characteristics: short tme average
ENETEY, ZETO-Crossing rate, ensrgy band rato. delta specoal
magninide. oot mean square of square som of sizmals,
hizh sounds and low value characteristics rafies. A
comparison betwesn manually and awtomatically obtained
resulits four video amslyzes illustrates the proposal
performance.

1. THE FROFOSED METHOD

This section has the objectve two present the developed
methods for determinstion of the simdilarity between
conserntves blocks of frame based on all atributes. The
meiric and the features exiracted to represent the confent of
the video and the estsblished way to divide sound and
image frames are also discussed.

2.1 The Bayesian Models

Thiz section considers the outline of Bayesian models
in the way it is usad on the problem of Snding the scens
mansition, considering it's semantic mesning  Bayes
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theorem is a powerful probabilistic model widely used w
represant relationship among probabilides a prdon with
probabilitiss a2 posteriord. The theprem alic manage
knowledze m domsin: which require reasoning wundsr
uncerzingy [5]. Bayes theorem provides a2 concize
representation of joint probability distibution among the
variables, leading to an efficient inference process. With
such characteristics, Bayesian models hsve been
successfully applied to a wide range of problems, such az
described in [11] and [13].

2.2 [sed merric

The distance ; betwesn two fesnres wvectors can
represent their similarity. This distsnce can be normalized
such as = [0, 1], so that it is a3 measure of the similanicy
between the imazes or :ound fames from where they are
extracted. In that way, the probabilicy P of being similar
canbe expressad as P=1-s.

The distance fimction used is given by cosine bemreen
the two feammre vectors on consideration or their
comelation. Let g = (Cig €37 © © 0 7 Gigl. be the feamre
vector of & frame 4, considering a specific kind of attribue
in a v-dimensipnal space sRd P = (), [ Oy Lo [ Gyl be the
feamre vector of & frame B on the same type of attmbue
and space, then:
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2.3 Color Conrene

Several color spaces have been wmsed for color
representaton based on the percepmal concepts. In the
implemented system. the ned color space it the H3F. An
image pixel can be represented m a color space by a
vector. Color gquantzation mansforms a continnous tone
into a discrete et of points. It maps each component of a
contimnons color sizgnal into 8 series of colors. Through the
quantization the dimension of the space is reduced.
retaining the mformation of the color.

Uniform guantizatdon in H5F 162 (1823x3) bit were
uzed Hue (H) is the amribute associated with the dominant
wavelength. Awxis H represents the more sigmificant
characteristic. where its values vary from 0° to 360° in H5F
and it was quantized in 18 sections of 207 each. Axas 5 and
¥ were partiioned in 3 cells each one. Samranon. given by
5. and Value. given by F. have been limirted by 0. 0.5 and 1
vahies [2]. Each frame, in t2rm of its color. is characterized
by its 1D normalized histogram with m= 162 cells:
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where X, T are the mumber of pixels in the frame on each
direction. fix.y is the color ar posidon /.y and m = Jo2.
In this comtext, color histograms sre points in an m-
dimensional space related "ome-to-one” to the image
framees [15].

2.4 Shape and Texnire

The texmars or shape modsl wsed in this work is
represented by the angle of the edges detected om the
image frame. If the image being analyzed present: no
texmural elsments {or few texnmal elements, a3 3 camoon
brased video) the used approach characterizes the shape of
the object in the scenery. But for real images. like movies
or films, all textural elements are characterized by the
methodology summarized in Szare 1.

i

Fig. 1. Scheme for textural elements characterization.

In the same mamner of the color content analysis, only
the image frame are considersd, bur now the color
informadon is discarded. The grev scale images are
boundary detected nsing the direcdomal Sobel filter. The
edges in verfical and horizontal directions are used to
compute the image angles. Anpgles are guantized o a
histogram considening srouped in fen directoms. Thase
angular histograms are associated with each Fame after
their normalization.

2.5 Sonorons Fearnres

Andio characteristics can be acquired by a single frame
o by a group of sonorous frames. They are named shot
nme and long tme characteristic respecdvely. For the
second. a dme window is nsed to encircle some frames.
The mterval or width of duration of this ime window must
be well defined in order to comectly characterize spoken
simals [6]. Such window glides the frames for feamme
extraction but. like the shot time charactenistics. the
resulting feamre is associsted with the first frame 4
preprocessing was realized for each video for adequate
dafinition of this interval of dme.

Soms of the sound sspects comsidersd use the sigmal
directly in the mime domain, namely: zero-crossing rate,
root mean square of square sum of signals, short mme
average energy. high feamure valne and low values ratos.
For others characteristics the sizmal are considered in the
frequency domain by the use of a Discrete Fourer
Transform (DFT) [12] [14]-

The Zsro Crossing Fate (ZCE) is relared with the
content and fequency of the waves and defined by the
number of siznals changes:

-1

EZCR = —— % | sign (x(m}) — sign (x(m - 1)) | {3
M1

where Af 15 the number of samples in the window and z7gn

ximy= 1 if xymi=0 and sig xim)=0 if xym)<0. This feamrs,

with and adeguate window, can identify voice in a sonnd.

Delta Spectom Magnimde (DEM) s wsed 1o
characterize music signals [15] it is obtained from:
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where N iz total oumber of frames, E is the oumber of
element on the DFT., § is a value used o overdow
prevention. and

A{m k)= %" x(mywinl—M)g |
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where F iz the frequency of frame » , x/m/ 15 the signal
vahie, wimy is & fimction of the window of L length.

The Foot Mean Square (FAS) valne measures the
siznal energy, it is defined by

-1 n
RS = [—% 1 (m) (9
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where Af is the nnber of samples and xim) is the signal
valie.
Shomt Time Average Energy (STE) is a simple and
greatly used faature for andio segmentation [§] [8] [2]:
Af-1
STE = Z.r’{m:l

il T

High Feature-Value Batio (HFVE) is also very used to
differentiate voice and mmsic in sn sudio [14] [17], it is
defined by

HFTR = L 3" [sin(ZCR(n) - L5 ZCR) + 1]
NS 4]

where N is the total mumber of frame: considersd and
avZCR is the average ZCR in the considered window, and
the other elements have the common meaninz. To
characterize silence and background sound the Low
Feature-Value Fatg (LFVE) 1t considered:

LFFR= %E[:Lﬂ(ﬂj-ﬂ SIE— STE(n)+1]
N ed (3]

where qv5TE iz the average 5TE in the rotal mumber of
frames considered.

The Energy Band Fatio (BEF) consider the snergy on &
specify frequency band . ff . It can be computed by Fourier
Transform of the signal using different FFT approaches
Hege the frequency spectmum is divided in 4 sub bands:
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where i = N4 [11]. Thess seven nommalized characteristic
are nzad to fonn the feature vector relaed to sound and
associated with each frame.

3. RESULTS AND PERFORMANCE ANALYSIS

Four types of videos are tested to illnstrate the process
and the results achieved with the proposed methedology
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All these videos are real examples obtained from a locsl
broadcast channel. They present great varefy of sound and
characters overlaid omto complex backgrounds, colors,
ilhminstion snd texmres. The videos, provided in VHS,
are initially digitalized to AVI format. Then, the videos are
separatad in andio and sl frames

The sdll frames are stored in TIFF format whils the
audio frames are analyzed as WAV files. The TIFF files
are blocked on zroups of p=30 frame:. to synchronize with
the motion-picture flm rate, in this case 30 frames per
second. The WAV files are partitionsd in block of 30
second each (P00 elements). For a decizion whers there is
wransidon, the probabiliny obtained for each zroup of the
Bayeszizn model:s are compared with 3 fized and unigue
threshold vale. The values 0.7 and 090008 are used for
this work. Each of these blocks is manually analyzed by
people.  Discrepancy in  manual  idendfication  is
imvestigated conducting to a nnigue comect description of
points of wansiton. Table 1 shows the mumber of scenes,
blocks and frames of esch video analyzed Table 1 al:o
presents the system perfonmance to thess videos but in
percentage of idendfication of wansidons and considsring
the two type: of wrong answer: false positive and false
negative. Mote that comparing the awtomatic detected
transition point with those at least 75% of commect detection
was obtzined

Video 1 | Wideo2 | Videa3 | Videod
Mumberof | 14 5 7 )
E
Wumberof | 300 148 300 300
blocks
Numberof | 11710 4404 o020 2003
Frames
Desciption | TV Show Camoon | Mowvie
news
Comect 76.M% | T3k TH02% | B333%
datection
Falee 53.85% | 25% 3046% | 0%
positives
Fal:z 23.08% | 25% 1692% | 1647%
negative

Table 1. Videos characteristic, percentage of comrect
idemrification, false pesitive and negative.

4. CONCLUSION

This work presents a novel methodelogy to detect video
mransidons. Specifically, a similarty messure bazsd on
Bayesian mnemwork which combines woaditional image
processing techmigues inclnding al:o somnd feamres is
nzed. The propo:ed methodolegy can be comsidersd an
automnatic tool for shot detection in video based on
semantics of percepmally soumds, colors, texture or shapes
Smce the proposed method is desizmed to locate scene
wransition, all tested videos are firstly amalyzed by mwvo
persons in order to find these points. Comparing the
automatic detected wansition point with those at least 75%



of comrect detection was obtained. Of course more elements
conld be zdded on the proposed spproach. The Bayesian
madel is easily adapred to conidsr more elements a5 well
a5 the msad memic. Ir is also adequate the use of other
form: of shapes and texmure characterizatdons. specially
associated with the content of the videe on investigations.
This means that others fype of shape descriptors mmst be
considered. Among these, the contour sizmamrs and
Fourier descriptor could be adequate for camoon like
content. The DFT spectmunm of co-OCCWTEnce mammizes
approaches conld be adequate for movies.

Fiz 2. Peal mansitions (function F(i)) for video 1: points marked
on zero correspond to block where Tansition are pressnted

a3

s

Fig. 3. Amomatic detected ransition | function G{I) ) for video 1:
points marked with zero comrespond to block where transition are
presented.
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